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Computer particle simulation has become a standard research tool in space plasma physics
research. A particle-in-cell (PIC) code simulates collisionless  plasma phenomena by modeling
a plamna as hundreds of thousands of test particles and following the evolution of the orbits  of
individual test particles in the self-collsistent electromagnetic field. Each time step in a PIC
code consists  of two major stages: the  partick push to update the particle  orbits and calculate
the new charge and/or current density , and the jcdd solve  to update the elmtrornagnctic
fields. ‘J’o study  those problems that involve collisions between plasmas and neutral atoms,
a particle-in-cell with Monte Carlo collisions (PI C- MCC)  code can be used. IJI a I’IC-MCC
code, a Monte Carlo collision is incorporated into the particle push stage of a PIC code to
calculate the collisonzd  eflect  on plasma particle orbits, While the PIC-MCC  method allows
oIlc to study plasma phenolnena  from the very fundarnenta]  level, the scope of the physics
that can be resolved in a simulation study critically depends on t}le computational power. I’he
computational time/cost and computer memory size restricts the spatial scale, time scale, and
number of particles that. can be used in a sin~ulatioI1.  ‘l’he cost of running 3-1) electromagnetic
I’IC-MCC  simulatioIls  on existing sequential super-computers limits the problems which call  bcI
addressed. Recent advances iIi massive] y parallel superc.olnputers  have provided computational
possibilities that were previously IIot conceivable.

A three-dimensional electromagnetic plasma I’l C-M CC code has been developed for Mlhj])
parallel computers. The code uses a standard relativistic particle push vrith Monte Carlo col-
lision and a local  finite-difference tilnc>-dolt~aill  solution to tllc full h4axwcJ1’s  equations. ‘1’his
code is implemented using the General Concurre]lt  PIC (G C, I’l C) algorit}lm[]] which uses a
cloma.in decomposition to divide t}le conl])utatioll  among  the processors[l].  Each prc)cessor
is assigned a subdomain  and zdl the particles allcl grid points in it. When a particle JIloves
frolll  one subdomaili  to aIlother,  it lnust be ])assed  to tile ap~)ropriate  processors through il)-
terprocessor  colllI]lllllicatiolls. ‘J’o ellsurc that. the gatlicr/scatter steps arid the col]isioll  stcq)
call be pdrforxned  locally, each processor also stores guad  CCIIS,  i.e. IIeig]lborillg  grid ~loillts
surrou Ilding a processor’s subdomairl  w]lich belc)llg  to allot]ier processor’s subdolrltiI1.  Guard
cell illfc)in~atioll  must be excl~allgcd  through a]]prc~)riate  ~)rocesscws  for tlie current  aIld elec-
tro]naglletic  field calculatio~l.

This I’lC-h4CC code is used for very-large.scale siIilulatioIis  (i.e. over ]08 ])articles) 011
t]lree h41h41) parallel conlputers: tlie 512-processor IIltel  l’ouchstolle  l)elta, the 512-processor
IIltel  ]’aragcnl,  an d the 12&-procmsor  Cray T31). g’lie ~)erforIIJaIlce of the code is allalyscd,  aIIcl
the results will be discussed.


